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ABSTRACT 

The study investigated the classification performance of Naive Bayes (NB) Machine Learning 

Model in estimating customer satisfaction. Likewise, it also determined the effect of applying 

different model configurations such as n-gram, stop words, and stemming on the classification 

performance of the model. Sentiment analysis was employed to analyze useful information from the 

unstructured responses of the respondents. The dataset consists of Tagalog and English words that 

were manually annotated and were randomly selected and assigned to the training and testing 

dataset. The general framework of the study consists of data preprocessing, modelling, and model 

comparison. Finding revealed that the highest classification performance of NB is attained using 

NB trigram with stop words removal.  

Keywords : Machine Learning, Naïve Bayes, Sentiment Analysis, Text Analytics, classification 

performance  

                           

INTRODUCTION 

The amount of unstructured data available is tremendously increasing at an exponential rate. 

Roughly 80% of the information in an organization is stored in unstructured formats [1]. With the 

increasing availability of unstructured documents, the task of automatic retrieval and classification 

of useful knowledge from large volumes of human-generated text is very important for several 

situations.  

Sentiment analysis is a growing area of interest in Natural Language Processing (NLP) using 

machine learning models. It has become an emerging research method in various fields, including 

education [2], economics [3], social sciences [4], bioinformatics [5], business [6], engineering [7], 

and marketing [8].  It involves classifying opinions in text into categories like "positive" or 

"negative" or "neutral". Sentiment analysis can be defined as a process that automates the mining of 

attitudes, opinions, views, and emotions from text, speech, tweets, and database sources through 

Natural Language Processing. It's also referred to as subjectivity analysis, opinion mining, and 

appraisal extraction [9]. 
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In this study, the Naïve Bayes (NB) machine learning model was experimented on by applying 

different model configurations such as n-gram, stop words, and stemming using a customer 

satisfaction data. NB is a simple probabilistic classifier based on applying Bayes’ Theorem and is 

used for solving sentiment classification problems [10]. 

General Framework of the Study 

The general framework of the study consists of data preprocessing, modelling and model 

comparison. Figure 1 shows the general framework of the study that was used to determine the best 

model in estimating customer satisfaction. 

 
Figure 1: General Framework of the Study 

Data Preprocessing 

In this study, the written responses of the respondents were manually encoded in MS Excel. During 

the data pre-processing, data cleansing was done by removing irrelevant words, and characters in 

the sentence. English words were also translated to Filipino since not all responses were written in 

Filipino. The Google Translate tool was utilized to automatically convert English words into 

Filipino.  

Stop words were also removed in the pre-processing of data such as “ay”, “sa”, “at”, “ang”, 

“mga”, etc. These are the common words in Filipino that have little value in the process of 

identifying category of the documents. A dictionary of Filipino stop words was created and was 

used to remove all stop words from the document.  

Stemming was also applied in the data pre-processing. This was done to convert different word 

form into similar canonical form or to return the word to its stem or root. This means that words 

with the same canonical form is counted as one such as “magaling”, “pinakamagaling”, 

“napakagaling” since they all have the same canonical form “galing”. In the stemming process, 

the stemmer will remove all the affixes (prefix, infix, and suffix) and the reduplicated parts and 

retrieve the root word only. Affixes in Filipino includes “um”, “ma” and “in”. Words with these 

affixes include “b(um)ilis, (ma)ayos, s(in)abi. After stemming these words, “bilis”, “ayos” and 

“sabi” will be retrieved respectively. In the words “aangat”, and “tataas”, the morphene “a-“ and 

“ta-“ was reduplicated. The purpose of stemming is to reduce the words in the document and 
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achieve smaller processing time. After stemming, the morphene “a-“ and “ta-“ will be removed 

and “angat” and “taas” will be retrieved. A dictionary of Filipino words or affixes for stemming 

was created to stem the words in the document. 

The identification of sentiment polarity was manually annotated. Seven groups with three members 

each were tasked to manually annotate the polarity of the sentences. The groups of raters were 

oriented and trained.  

The Fleiss’ Kappa inter-rater reliability test was employed to test the rater’s consistency of the 

annotation process. Based on the results, all the kappa values in each group are within acceptable 

inter-rater reliability (k>0.75) for applied test. The mean inter-rater reliability for the sentence 

polarity raters was found to be k = 0.79. According to the definition of the Fleiss’ Kappa statistic, 

the accuracy of the inter-rater reliability is considered to be “Substantial agreement” [11],[12]. 

Modeling  

In this stage, the text in the document is represented in a form that can be used to train the 

algorithm. The main task in this training phase is to assign a label to the newly encountered 

documents from the pre-defined categories. The Naive Bayes classifier was trained and tested using 

the training and testing data. The application of different model configurations such as the use of n-

grams, removing stop words, and stemming were employed in classifiers training and testing and 

then, evaluated the performances to build a proposed machine learning model. The 10-fold cross-

validation was used to validate the classification performance of the classifier. 

The proposed models built using the NB were compared to determine the model with the highest 

performance. Based on the evaluation results, the model with the highest performance is the best or 

recommended machine learning model.  

OBJECTIVES OF THE STUDY  

This study investigated the classification performance of Naive Bayes Machine Learning Model in 

estimating customer satisfaction. 

Specifically, it determined the classification performance of NB machine learning model 

parameterized by varying values of: n-gram, stop words, and stemming. Lastly, it determined the 

machine learning model that gave the best result in estimating customer satisfaction. 

MATERIALS AND METHOD 

Research Design 

This study used quantitative method of research. Sentiment analysis was employed to classify 

positive and negative sentiments from the unstructured responses of the respondents in a customer 

satisfaction survey.  

Respondents 

The respondents of the study were the 8,000 randomly selected personnel and students of 

Pangasinan State University during the 2nd semester of the school year 2017 - 2018.  

Dataset 

The dataset of the study consists of 56,000 sentences and was divided into two: the training dataset 

and the testing dataset. The training dataset was used to train the machine learning classifier while 

the testing dataset was used to evaluate the effectiveness of the built machine learning models. The 
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75% of the dataset was used for training and 25% was used for testing. Random sampling was 

employed in selecting the training and testing dataset of the study using the random function 

(Bernoulli) with an initial seed of 122,714. 

Statistical Treatment of data 

To ensure the reliability of the results, RapidMiner 8.2 (free) Basic Edition was used. It provides all 

the steps of the text mining process such as data preprocessing, visualization of results and 

validation. 

To determine the classification performance of Naive Bayes machine learning model parameterized 

by varying values of size, n-gram, stop words, and stemming, the generated values in the confusion 

matrix were used in the computation of the classification accuracy, precision, recall and F-measure. 

To determine the best model in estimating customer satisfaction, a comparison of their performance 

was done. 

RESULTS AND DISCUSSION 

CLASSIFICATION PERFORMANCE OF NB 

Figure 2 presents the classification performance of NB applying different combinations of n-gram, 

stop words, and stemming. 

 

 
Figure 2. Classification Performance of NB 

Figure 2 reveals that in terms of n-gram, NB trigram obtained the highest classification accuracy of 

79.44%. In terms of n-gram with the application of removing stop words, NB trigram obtained the 

highest classification accuracy of 80.20%. Furthermore, the result of n-gram with the application of 

stemming words shows that NB trigram obtained the highest classification accuracy of 70.02%. 

Moreover, in terms of the combination of n-gram, removing stop words, and stemming, NB trigram 

obtained the highest classification accuracy of 79.44%. This indicates that NB trigram attained the 

highest classification accuracy in all combinations. 

It is important to mention that the classification performance of NB increases from unigram to 

trigram within each of the combinations such as n-gram, removing of stop words, stemming, and 

the combination removing stop words and stemming. These ranges from 11.72% to 79.61%, 7.58% 

to 80.20%, 8.34% to 79.02%, and 7.38% to 97.44% respectively. This implies that bigram and 



Joseph B. Campit                                                                J. of Eng. & Techn. Res., 2018, 6(3):1:6 

  

 

5 

 

trigram words are better n-gram representations to be used to improve the performance of NB than 

unigram. 

The results show that the best classification performance of NB is obtained using NB trigram with 

stop words removal achieving a classification accuracy of 80.20%. On the other hand, the lowest 

classification result is obtained using NB unigram with stop words removal and stemming obtaining 

a classification accuracy of only 7.38%. The figure also shows that the classification performance of 

NB trigram in all combinations of model configuration features is high ranging from 79.02% to 

80.20%. However, the classification performance of NB unigram and bigram is low in all 

combinations ranging from 7.38% to 41.71%. This observation also agrees with the study of 

Patacsil [13] which emphasized that n-gram works well on the classification of sentiments and 

showed that trigram is effective 

CONCLUSION 

NB had a high classification performance in trigram applying stop words removal, stemming, and 

combination of stop words removal and stemming. However, NB had a low classification 

performance in unigram and bigram applying all combinations of model features. The highest 

classification performance of NB in estimating customer satisfaction using unstructured data in 

Filipino words is attained using NB trigram with stop words removal.  
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