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ABSTRACT

The new approach is proposed in this paper capabtestoring a single high-quality image from a
given image sequence distorted by atmospheric kainoe To correct geometric distortion and
reduce space and time-varying blur, This approasthuces the space and time-varying deblurring
problem to a shift invariant one. Next, a tempaegression process is carried out to produce an
image from the registered frames, which can be edeas being convolved with a space invariant
neardiffraction-limited blur. Blind deconvolution problems arise in many imagstasion
applications. Most available blind deconvolutionthwozls are iterative. A novel neterative blind
deconvolution method~inally, contrast enhancement is applied. Wehertpropose a learning
based metric specifically for image quality assessnn the presence of atmospheric distortion. A
novel non-iterative blind deconvolution algoritheimplemented to remove diffraction-limited blur
from the fused image to generate the final outpixperiments using controlled and real data
illustrate that this approach is capable of allet geometric deformation and space-time varying
blur caused by turbulence, recovering unprecederdethils of the scene and significantly
improving visual quality.
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INTRODUCTION

An image may be considered to contain sub-imagessmes referred to as regions-of-interest,
ROlIs, or simply regions. This concept reflects fénet that images frequently contain collections of
objects each of which can be the basis for a redioa sophisticated image processing system it
should be possible to apply specific image proogssperations to selected regions. Thus one part
of an image (region) might be processed to suppmestson blur while another part might be
processed to improve color rendition. Sequence nofge processing. Most usually, image
processing systems require that the images beaélaiin digitized form, that is, arrays of finite
length binary words. For digitization, the givendge is sampled on a discrete grid and each sample
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or pixel is quantized using a finite number of BitsThe digitized image is processed by a
computer. To displsay a digital image, it is ficehverted into analog signal, which is scanned onto
a display. Closely related to image processingcamputer graphics and computer vision. In
computer graphics, images are manually made froysigél models of objects, environments, and
lighting, instead of being acquired (via imagingides such as cameras) from natural scenes, as in
most animated movies. Computer vision, on the okiaerd, is often considered high-level image
processing out of which a machine/computer/softviatends to decipher the physical contents of
an image or a sequence of images (e.g., videoDofuB-body magnetic resonance scans). In
modern sciences and technologies, images alsongadh broader scopes due to the ever growing
importance of scientific visualization (of ofterrda-scale complex scientific/experimental data).
Examples include microarray data in genetic re$gasc real-time multi-asset portfolio trading in
finance. Before going to processing an image, itaaverted into a digital form. Digitization
includes sampling of image and quantization of dathpalues. After converting the image into bit
information, processing is performed. This proasgsiechnigue may be, Image enhancement,
Image restoration, and Image compression. Many éngagcessing and analysis techniques have
been developed to aid the interpretation of renmseasing images and to extract as much
information as possible from the images. The choitspecific techniques or algorithms to use
depends on the goals of each individual projecthis section, we will examine some procedures
commonly used in analyzing/interpreting remote sensmages. Prior to data analysis, initial
processing on the raw data is usually carried autcdrrect for any distortion due to the
characteristics of the imaging system and imagomgliions. Depending on the user's requirement,
some standard correction procedures may be castietly the ground station operators before the
data is delivered to the end-user. These procednobsde radiometric correction to correct for
uneven sensor response over the whole image amdegyeo correction to correct for geometric
distortion due to Earth's rotation and other imggiaonditions (such as oblique viewing). The image
may also be transformed to conform to a specifip m@jection system. Furthermore, if accurate
geographical location of an area on the image ntelds known, ground control points (GCP's) are
used to register the image to a precise map (decereing).

Image processingsa methodto convertanimageinto digital form andperformsomeoperationon
it, in order toget an enhancedmage or to extractsomeusefulinformationfrom it. It isatype of
signal dispensationn which input is image, like video frame or photographand output may be
image or characteristicsaassociatedwith that image. Usuallylmage Processingystemincludes
treatingimagesastwo dimensionakignalswhile applyingalreadysetsignalprocessingnethodsto
them. It is amongrapidly growing technologiedoday, with its applicationsin variousaspectsof a
business.Image Processingflorms core researchareawithin engineeringand computerscience
disciplinestoo. In order to aid visual interpretation, vaduappearance of the objects in the image
can be improved bynage enhancemetdéchniques such as grey level stretching to impribee
contrast and spatial filtering for enhancing the  gexd
Image fusion is the process of combining relevafrimation from two or more images into a
single image. The resulting image will be more infative than any of the input images. In remote
sensing applications; the increasing availabilifyspace borne sensors gives a motivation for
different image fusion algorithms. Several situasion image processing require high spatial and
high spectral resolution in a single image. Mosttled available equipment is not capable of
providing such data convincingly. The image fusienhniques allow the integration of different
information sources. The fused image can have cemmghtary spatial and spectral resolution
characteristics. However, the standard image fusohniques can distort the spectral information
of the multispectral data while merging. In satellmaging, two types of images are available. The
panchromatic image acquired by satellites is tratasdhwith the maximum resolution available and
the multispectral data are transmitted with coarssolution. This will usually be two or four times
lower. At the receiver station, the panchromatiage is merged with the multispectral data to
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convey more information. Many methods exist to @enf image fusion.
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Fig 1: Overview of image processing
MATERIALSAND METHODS

Image quality assessment is used to measure pedcenage degradation, typically compared to an
ideal or perfect image. This is important when ssisg the performance of individual systems or
for comparing different solutions. Image quality tmes can be classified according to the
availability of a reference (distortion-free) imagéth which the distorted image is to be compared.

Next, a regression-based process is carried oyiraduce an image convolved with a near-
diffraction-limited PSF, which can be viewed astgly invariant. Finally, a blind deconvolution
algorithm is implemented to remove diffraction-lied blur from the fused image to generate the
final output. Experiments using controlled and réala illustrate that this approach is capable of
alleviating geometric deformation and space-timeyimg blur caused by turbulence, recovering
unprecedented details of the scene and significamtbroving visual quality. In strong turbulence,
not only scintillation, which produces small-scaiéensity fluctuations in the scene and blurring
effects are present in the video imagery, but a@asshearing effect occurs and is perceived as
different parts of objects moving in different ditens. This effect is found at locations such as h
roads and deserts, as well as in the proximityadfrhan-made objects such as aircraft jet exhausts.
This is particularly a problem close to the groumdhot environments and can combine with other
detrimental effects in long range surveillance maplons, where images can be acquired over
distances.

The displacement between the distorted objectdénsiiccessive frames may be too large for
conventional image registration, using non-rigifod@ation, to cope with. Equally, matching using
feature detection is not suitable since strong igrag within each frame are randomly distorted
spatially.

The very basic one is the high pass filtering megphe. Later techniques are based on Discrete
Wavelet Transform, uniform rational filter bank.
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PROPOSED WORK

Novel Non-Iterative Blind Deconvolution Algorithm

2D image restoration of ground-based astronomitages. In practice, all blind deconvolution
algorithms require some partial knowledge about ithfgut or imaging process. If the blind
deconvolution algorithm considered is iterative degends on many unknowns, it is in some cases
difficult to appreciate any advantages it providesnpared to non-blind iterative algorithms,
whereby the PSF can be estimated empirically. énghest, here, for a deconvolution algorithm,
Solar System imaging has been used as a test badblond deconvolution algorithm that is non-
iterative. Despite the number of unknowns in thiedlalgorithm, its results are comparable to
many traditional algorithms. The advantage of ggta final result with a single iteration allows fo

a much more productive estimation of the blurringdtion. It is based on the assumption that the
degradation function in the frequency domain isnemative non negative, smooth and slowly
varying. This holds true for a number of degradaioccurring in various imaging applications and
especially blurring by atmospheric turbulence amuies lens intrinsic aberration. True image can be
modeled as

a(x; y) =h(x; y) f(x;y)+n(xy);

where (x; y) represents the discrete pixel cootdmaf the image frame, g(x; y) is the blurred
image, f (X; y) is the true image, h(x; y) is theirg spread function (PSF), n(x; y) is the additive
noise, and represents the discrete two-dimensioresr convolution operator. In this model, the
observed image g(x; y), true image f (x; y) andseai(x; y) are coupled linearly, so the problem of
recovering f (x; y) from g(x; y) is referred to e linear image restoration probl@rfrhe existing
linear image restoration algorithms assume thatPt8E is known a priori and attempt to invert it
and reduce noise by using varying amounts of in&tion about the PSHBIind deconvolution,
where both an original image and a blurring kerare reconstructed from a blurred and noisy
image, is a nonlinear and-plosed image processing problem. Regemlassical methods for the
regularization of noiblind deconvolution have been adapted to this prablWe investigate the
behaviour of minimum norm solutions. Under certapplicable conditions, we prove existence as
well as uniqueness and derive theleit form of the minimum norm solution. This csfitutes a
nonlinear inversion operator for the blind decomtion problem. The solution depends
continuously on the given data provided that tha falfil a weak smoothness condition. In a sense,
blind deconvolution is less #bosed than ncblind deconvolution. Given noisy data, this
smoothness condition is no longer satisfied. WéizatiTikhonov regularization of a Sobolev
embedding operator to restore smoothness, soltbahversion operator maye applied. We note
that regularization and inversion are two sepatagks. We prove convergence of the regularized
solution to the noiséree minimum norm solution and, when the ndig® data fulfil a stronger
Sobolev smoothness condition, we giveoawergence rate result. Our approach is-iberative and
thus very fast. It conserves mass and symmetryeokérnel and works robustly for a wide range of

images and kernels. No knowledge of exact kerregpsland support size is necessary.
S = .k ¥ AT

Figure 2: Nove Ndn-lterative Blind image Decon olution
Blind deconvolution is the recovery of a sharp werf a blurred image when the blur kernel or
point spread function is unknown. Despite of exhigaseseach over the last few decades, blind
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image deconvolution still remains an unsolved pobl In this paper, we present a novel
morphology based initial estimation technique oktimage for the Iterative Blind Deconvolution
(IBD) of linearly degraded ima&g without the explicit knowledge of either thegaral image or

the point spread functiéth The only constraints imposed are the memativity and finite support
size of the true image. The restoration processlwes Wiener filtering instead of uduaverse
filtering in iterative loop. The filter coefficierfi that depends on the noise level is also estimated
mathematically taking pixel values of blurred imaged its median filtered version into
consideration. The conventional IBD with these wldf modifications is implemented and
experimental results show satisfactory convergemagueness and robustness.
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Figurﬂé 3: Visual Approach of agiven Algorithm
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Figure 4: Overview of Video Enhancement I mage Process

In this paper, a simple yet efficient algorithm festoration of signals using a non-iterative blind

deconvolution approach has been presented. It Wworkeany image restoration cases whereby the

blurring function is smooth and slowly varying. Maastronomical imaging cases suffer from this

kind of degradation. The algorithm is further inyed by adding the MTF of atmospheric
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turbulence into the formula making it optimized gowide range of astronomical applications. The
non-iterative nature of the algorithm and its cotagional simplicity enable convenient workflow
to estimate various unknowns in a very short peobddime. With the improved algorithm, a
benchmark of 290 kpixels per second has been athiem a desktop class iMac computer with
2.66 GHz Intel Core 2 Duo processor, restoring abiB2orecision image. This results in a
1000x1000 pixels RGB image deconvolved in less thaaconds. Despite the fact that this paper is
focused on astronomical imaging, the deconvoluaigorithm presented can be used in a wide
variety of other applications, for example, longnga imaging, satellite imaging, aerial
photography, photo radar ticketing devices, grooacheras tracking rocket launches, microscopy
and many moté- All blind deconvolution algorithms require somertis knowledge about the
input or imaging process. If the blind deconvolat@igorithm considered is iterative and depends
on many unknowns, it is in some cases difficulappreciate any advantages it provides compared
to non-blind iterative algorithms, whereby the R&R be estimated empirically. One such example
would be ground-based telescope imaging, wherefpsiheric turbulence plays a major role in
the blurring function that is approximately Gaussshaped. In the quest, here, for a deconvolution
algorithm, Solar System imaging has been usedtastded for a blind deconvolution algorithm
that is non-iterative.

Despite the number of unknowns in the blind al¢oni its results are comparable to many
traditional algorithms. The advantage of gettininal result with a single iteration allows for a
much more productive estimation of the blurringdiion. All frames in the sequence are used to
restore the image since the low quality frames. (g very blurred ones) would possibly degrade
the fused result. A subset of images are caresdlgcted using three factors: sharpness, intensity
similarity and detected ROI size. This operateseurtthie assumption that most frames in the
sequence contain fairly similar areas. Frames gighificantly different content to others are likel

to be greatly distorted.

CONCLUSION

A new method for mitigating atmospheric distamtion long-range surveillance imaging.
Significant improvements in image quality are aghae using region-based fusion in the DT-CWT
domain. This is combined with a new alignment mdthad cost function for frame selection to
pre-process the distorted sequence. The procesmripleted with local contrast enhancement to
reduce haze interference. CLEAR offers class-leadgierformance for off-line extraction of
enhanced static imagery and has the potentialtieae high performance for on-line mitigation for
full motion video—this is topic of ongoing researehsimple yet efficient algorithm for restoration
of signals using a non-iterative blind deconvolatapproach has been presented. It works for many
image restoration cases whereby the blurring fonctis smooth and slowly varying. Many
astronomical imaging cases suffer from this kindlegradation. The algorithm is further improved
by adding the MTF of atmospheric turbulence inte farmula making it optimized for a wide
range of astronomical applications. The non-iteetiature of the algorithm and its computational
simplicity enable convenient workflow to estimataious unknowns in a very short period of time.
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